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Distributed Processing System Data Sheet

Purpose:
To provide a High-Performance-Computing system for work-flow, Grid, Utility, EDPM, peer-to-peer, Clustering and Super-Computing purposes. 

Science Tools' Distributed Processing System (DPS) enables coordinated, secure processing across any number of heterogeneous computing systems over secure and insecure networks. Designed for collaborative as well as high-performance purposes, DPS provides integrated Distributed Object Management. 

Because of its ability to manage processes, it is ideally suited to interoperability and automation scenarios, and provides an ideal repository for computing-related knowledge.

Applications:
This is a fundamental technology and may be used to build very sophisticated systems.

· super-computing - including Grid/Cluster, and Utility computing

· scientific and research computing

· digital libraries

· intellectual property repositories

· collaborative ventures

· interoperability systems 

· rapid prototyping

· automation of production workflow processing

Architecture:
DPS utilizes a meta-data-centric design. Client nodes run a configurable number of daemons which connect to the database and look for work. When a job is ready to run, it is dequeued and executed. Processes are by convention encapsulated within a shell written in Java which performs Prologue™ and Epilogue™ phases to ready the environment and track new meta-data afterward. Meta-data about the process run are managed in these prologue and epilogue phases.
"FCS":
On September 1, 1997, the first commercial implementation of BigSur’s DPS was put into production service at the Langley Research Center (LaRC), Virginia. That installation has since entering service averaged over 800,000 process executions per month and as of November, 2004, has yet to experience a single bug or any downtime.

Testimonials:
Don Reiger, LaRC staff, February 2, 2004: "Science Tools' BigSur system remains in production managing our TRIMM data and the processing workload of our supercomputer systems. We keep giving it more work to do. And, so far, we've never found a single bug."


Victor Zlotnicki, Investigator, Jet Propulsion Laboratory, September 10, 2002: “Similar concepts underpin how large NASA projects process most satellite data…And fully tracing a result to all the previous steps is essential to sound research.”

Features are listed on the reverse

Features:
(
Integrates easily with existing desk-top applications such as Excel.

· No-Programming-Required interfaces for all your other tools, including:

· Visualization tools like Matlab, Photoshop, Netscape, etc.

· File transport tools, including both called utilities like scp and disk sharing utilities like NFS and Windows disk-shares.

· Archival systems of any kind.

· Secure connections between hosts.

You can teach BigSur how to manage all your tools - there are no limits - and where these tools have an obvious utility to DPS, they are harnessed automatically through integrated support. These interfaces let you harness your investments in all your software tools without having to write a lick of code.

· Integrated Object-Management for process and object location independence.

· Automated data management with local cache to help reduce object transport.

· Demand-Engine™ - looks for work based on user demand.

· Eager-Engine™ - looks for work that has become possible and eagerly performs it.

· DaemonMaster( provides remote management of all Daemons.

· Sophisticated processing features, including:

· Priority controls for both process queue and operating system

· Detached processing option lets daemons shut down while processing continues

· Processing groups permit easy policy implementation for what jobs can run where

· Compile-on-the-fly, or run precompiled code

· Multi-threading or single-threading for performance throttling and load balancing.

· Source code types are unlimited

· Source/Object/Executable code management, stored within BigSur or within files.

· Daemon commands are digitally signed for security purposes

· Confirmation of code found on disk versus known valid process binaries/scripts

· Scientifically defensible lineage tracking of every object.

· Robust logging and meta-data journaling.
· Robust security model provides:

· Single-sign-on with multiple-simultaneous authentications

· Single identity for all users regardless of from which system they obtain access

· Digital certificates handle circumstances when password prompting isn’t possible

· Coarse and fine-grained object security including configurable default permissions

· Extensive meta-data access and processing control permissions for exacting needs

· Site, installation and project-wide policy management

· Optional use of IP address management permits enhanced security by helping to avoid name to IP address spoofing - and improve performance by avoiding DNS.

· Integrated support of all Science Tools’ BigSur related products - so all of the other features of The BigSur System are available with DPS.

· GUI management available with ScienceMaster

· Java-based API with over a thousand methods for simple, quick, yet very sophisticated programming - “we wrote the code so you don’t have to.”
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