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Evaluation and Recommendation of Catalog Interoperability Options for the ESIP Federation

Helen Conover, Silvia Nittel, Yonsook Enloe, Richard Troy, Richard Chinman, Jim Frew

Federation Interoperability Group ‘Tiger Team’

1 Problem Statement/Motivation

The goal of a Federation-wide catalog system is to unite ESIP Federation members systems into a coherent whole with a uniform ‘Federation-interface’ to search for data available within the Federation. The federation-wide catalog system has to support searching for scientific data sets especially well, but might not preclude the search of other kind of data or services.

The ESIP CANs stated that “it is the WP-Federation that must decide … the degree of integration and system interoperability”, and that “successful WP-ESIP proposers will … jointly determine and evolve these standards and interfaces.”  Specific meta data and catalog requirements include compliance with FGDC standards, and the use of the Global Change Master Directory to advertise products and services.  A further implied requirement is that an ESIP should be able “to be automatically searched and queried from remote clients as if it is part of a larger whole (i.e., a ‘Federation’).”  
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Figure 1: System wide interoperability layer

In response to the interoperability discussions in the CANs, the Federation Interoperability Group (FIG) is addressing issues related to deployment of a system-wide interoperability layer (SWIL).  The graphic below depicts the relationships between the SWIL (gray ring) and individual ESIPs (small circles), clusters of ESIPs, and users.

Though a variety of data access methods may be appropriate within the Federation, catalog interoperability should be provided with a single (or possibly multiple equivalent) system-wide implementation (though varying levels of implementation for different types of ESIPs is OK).  Several catalog interoperability solutions have already been implemented in the Earth Observation arena, and this technology is readily available to the Federation. 

The FIG is expected to evaluate candidate systems for the SWIL in the summer 1999.  Written descriptions of candidate systems that address each of the evaluation criteria in section 2 are requested.  The candidate system must meet all the criteria labeled as “requirements”.  The written descriptions should not exceed 20 pages.  The schedule for the FIG evaluations of SWIL candidate systems is detailed in section 7.

2 Evaluation Criteria

This section contains a list of various criteria for evaluating a feasible catalog interoperability option, the so-called SWIL (system-wide interoperability layer) for the ESIP Federation. The Federation Interoperability Group (FIG) as important has endorsed these evaluation criteria for a SWIL.  This list provides the basis for the evaluation of the different catalog options selected and described in chapter 4. We distinguish between requirements (marked as ®) and evaluation criteria (marked as ©). A proposed SWIL catalog system has to fulfil the listed requirements (e.g. provide search capabilities for data products and granules); a system’s characteristics have to be described and explained regarding the evaluation criteria (e.g. cost to plug-in, etc.) 

Evaluation criteria and requirements are described here in broad terms, rather than specific ones. An example is FGDC: a geo-spatial search area can be specified by the latitude and longitude of north west and south east corners (a bounding box), or by successive lat/long pairs tracing a shape that closes back on itself (a polygon). Both are correct and each one has advantages. Therefore the following listings are necessarily general. 

Overall, we address the functionality regarding data discovery, search and browsing as well as the extensibility of each catalog option. Important criteria to select and recommend a catalog SWIL for the ESIP Federation are also the costs and software availability, since we want to make sure that ESIPs funded with a limited budget are able to install the catalog system at low cost. Furthermore, readily software availability should ensure a Federation-wide installation in the very near future. Further important criteria are the compliance with national and international standards for meta data and catalog systems. Here, the goal is to leverage existing work, and to ensure applicability and interoperability of the ESIP Federation catalog system (SWIL) with an audience beyond EOSDIS and the Federation. Finally, system-wide evaluation criteria are listed, including risks inherent in particular option such as maturity of system, scalability, employed technology; security issues; standards; and other services. 

2.1 Functionality

2.1.1 data collection search discovery ®

The minimum requirement for catalog interoperability, the "data collection search" function would allow users to search for interesting data collections at the ESIPs "as if part of a larger whole" (federated catalog).

2.1.2 data product search discovery ®

Allow users to search for and discover ‘collections’ (data products) as well as ‘granules’ (entity of a data product). Data providers may wish to describe “collections” flexibly. 

A composite solution might apply for a federation-wide catalog system, i.e. one system specialized on collection search, and second system specialized on granule search. The switch between both system should be seamless for the user (same keywords, functionally equivalent). 

Must: data collection search, and granule level search

2.1.3 data search capabilities 

The capabilities for defining searches should include the following (GCMD search capabilities may be considered a baseline.): 

- geospatial search (bounding box), ®

- geospatial search (x,y,z), (“geography is not flat”) ©

- “fielded search”, ®

- fielded search should be extendible to local attributes ©

- free text search,  and ©

- temporal search ®

A SWIL proposer might want to address how and if specialized geographic queries such as proximity search, neighborhood searches, etc. are handled.  In particular, how the SWIL would leave space to integrate such capabilities by a local ESIP, and make them visible via the SWIL.  

2.1.4 retrieval capabilities ©

The system description should address any capabilities for ranking and ordering the result set regarding relevance of data. 

2.1.5 Search compliance ©

The system should indicate when results may be skewed because ESIPs are not able to comply with search specifications (e.g., geographic proximity).

2.1.6 browse service ©

Allow users to preview sample or reduced resolution versions of data (graphic representations, animations, etc.). Granule level and data collection browsing should be supported. The user should be able to retrieve statically defined browse products in one or several predefined resolutions of a browse image. Dynamic browse specifications are desirable, but not required today. 

2.1.7 online or offline data access (orders)

Download data directly or place orders for data products.  May be accomplished by a centralized ordering service, or pointers to ordering applications at individual ESIPs or clusters.

2.1.8 logical data model for collection level metadata and product level metadata 

The logical data model is defined as the user’s perspective of the meta data, i.e. the perspective the user builds of the meta data. This includes the definition of:

-- A standard vocabulary (‘valids’ (valid values), domains).  The system should support the consistent use of a controlled vocabulary for defining searches. ® 

-- Inter-attribute relationships (parent-child relationships (bounding box to north lat, south lat, west lon, east lon), thesauri (one expression <-> different representations, e.g. HDF5, HDF-5, HDF_5 represent the same entity), etc.). ©

2.1.9 user interface 

There will be human users, and machine users to the system-wide catalog layer. Therefore, a catalog server should support a standard web-browser based interface to the catalog ®.  Access by any additional clients, such as a Z39.50 client interface, a Java interface, or an Internet search engine should also be discussed ©.

The system could also support an API that can be accessed and queried by machine. In this case, the API should be described (URLs, C library, etc.) © 

Questions have to be answered of the user interface is extensible, e.g. if other GUIs/APIs can be chosen, (i.e. is the encoding of the system such that I can use another API?) ©

2.2 Extensibility ®

Catalog systems normally provide a predefined set of search services.  In a Federation, any of the ESIPs may want to provide additional services, beyond the basic set.  The SWIL must provide some mechanism for exposing such local extensions ®.  Some of the possible local extensions are discussed below.

2.2.1 Schema extensibility for ESIP-defined attributes

An ESIP might want to provide additional information for particular needs, i.e. add more meta data attributes to the description of a data sets such as an URL or a CORBA object reference. A catalog system should allow an extensible meta data schema for such attributes. The added attributes should not be mandatory for the overall catalog system, but be able to exist in a local context.

2.2.2 Expanded vocabulary

While the system must support a controlled search vocabulary, it should also allow for the expansion of the search vocabulary in a controlled fashion.

2.2.3 Exposition of local, more specialized search functionality 

A local catalog system might be more powerful than the federation-wide system option; the latter has to make this functionality visible easily. 

2.2.4 Exposition of local, more specialized retrieval functionality

For example, one ESIP supports user-defined tiling of data products to granules.

2.2.5 Data access

The ESIPs support a variety of data access methods.  The catalog system does not need to incorporate data access, but should direct a user to local data access functions in some way.

2.3 Underlying Technology

2.3.1 Portability ©

Platform independence, if the system is to be distributed.

2.3.2 Implementation ©

Language, particularly if source code will be available for local extensions.

Does the proposed solution have special communication requirements (e.g. open connection, non-standard ports and/or protocols, interaction with firewalls)?

2.4 Scalability and Bottlenecks ©

SWIL proposals should address several scalability issues of the proposed system.  In particular, proposals should identify potential bottlenecks and discuss ways to work around them. Explicit numbers are not defined by the FIG at this time. 

2.4.1 Number of providers

It is assumed that the SWIL will support at least the 30+ ESIPs.

2.4.2 Number of users

The number of users that can be simultaneously supported has to be addressed. 

2.4.3 Volume of data

The question has to be addressed of how much data volume can be accommodated.

2.4.4 Performance

Execution time, data rate, latency, etc. 

2.4.5 Differential degradation of capabilities

As the system’s load increases, which capabilities are likely to be more or less affected?

2.4.6 Fault tolerance

How will the system function if one or more nodes are not available?  If the SWIL is a centralized system, what are the contingency plans in case of failure of the central service?

2.5 Costs ©

2.5.1 Distribution of costs

Providers: Include discussion of minimal vs. optional implementation options

Federation: What happens to Type 3 ESIPs when “Federation” funds are no longer available? 

2.5.2 "plug in"

Cost, in dollars and/or level of effort, for a data provider (ESIP or cluster) to implement catalog interoperability.

-- readily available software or COTS for data provider catalog plug-in
-- minimum cost of COTS needed to plug-in  

-- minimum time and staff for plug-in, including software development, if any, and system configuration

-- variety of plug-in options to accommodate the wide range of data provider and their resources in the federation
2.5.3 administration and maintenance

Cost for a data provider (ESIP or cluster) to maintain interoperability software, add new data collections or products, or otherwise participate in system-wide catalog interoperability.

Cost for maintenance and administration of the system wide catalog interoperability layer at the Federation level.  May include user interface software, central catalog database, document indexer, etc. 

2.6 Compatibility

The proposed system should answer the question of its compatibility with different existing systems/approaches/standards. Particularly important is compatibility with catalog systems in use within the ESIP Federation.  However, proposers may also discuss interoperability options with EOSDIS, and with the wider earth science and GIS communities, if applicable.  

Catalog interoperability solution should explain its compatibility with any ESIP clusters (provided the clusters are addressing data catalogs in some fashion), as well as any ESIPs not addressing catalog issues as part of a cluster.  Of course, clusters formed after a system wide catalog interoperability solution is selected by the Federation must conform to that interoperability system in some fashion.

2.6.1 GCMD

All ESIPs are required to provide data descriptions to the Global Change Master Directory, so compatibility of the SWIL and GCMD catalogs is desirable.

2.6.2 V0/DIAL Cluster

If this cluster forms, SWIL should support interoperability/compatibility with V0 IMS.

2.6.3 Mercury Cluster

SWIL should support interoperability with Z39.50 search protocol used by Mercury and other system.

2.6.4 Other clusters?

TBD

2.6.5 Individual ESIPs as needed

SWIL should provide easy-to-implement interoperability options for both small and large data providers.

2.7 Risks ®

SWIL proposals should address risks to successful implementation in the ESIP Federation, such as:

2.7.1 Maturity of system

2.7.2 Acceptance in data community

2.7.3 Acceptance in user community

2.7.4 Technical support 

For SWIL as a whole, and for any component software, hardware platforms, etc.

2.7.5 Technology changes

Continuing support for obsolete technology, as well as migration path to newer technologies.

2.8 Other overall criteria

2.8.1 Security and Access control

Discussion of possible security and access control mechanisms of the catalog systems.

2.8.2 Documenting the use of/compliance with an relevant standards ®

-- FGDC metadata, required for all government sponsored data

-- Search protocols, such as Z39.50, GEO, CIP, IMS, SQL, ….

-- OpenGIS

2.8.3 Discovery and description of services as well as data objects

ESIPs might expose or make data access and processing services available. A catalog should answer queries of these services can be advertised via the catalog system. A user might search for data objects as well as services.

3 Questions to be answered by a Federation System

A SWIL catalog might be asked some of the following questions to expose its capabilities to the user of the SWIL catalog system. Capabilities of database systems are best examined by what questions they can answer rather than which explicit attributes they contain. Below are listed questions which the system should be able to answer, both for items in a Federation partners holdings and for that partners site. Examples of answers to these questions are presented in italics, and represent a type of answer – they are not exhaustive, but illustrative. (Most questions are meant to be directly answered by a system while a few are meant to be answered about a system.)

Note that the following intentionally omits much of what’s in the Federal Geographic Data Committee, Geo-Spatial Meta-data Standard because, for our audience at least, all systems must confirm to this standard.

3.1 What kind of data?

What kind of data, by format?

HDF3

What kind of data, by type?

CERES  Subsystem 1

What kind of data, by organization? (ie: Many investigations use sensors to collect data-sets which are then processed into new data-sets and occasionally subsets are created and browse-graphics made available.)

Granules

Data Sets (both in the EOS-DIS sense {big D, big S} as an orderable “product”, and in the more practical sense)

Subsets

Browse graphic

How is this organization known? (ie: How are these associations known or represented? eg. Given a granule is a part of a Data Set – this knowledge is: )

Known to Application Software

Known to User

3.2 What does the data describe? (ie: What big-picture data about the data is available?)

Citations (web pages, white papers)

Keywords

3.3 To what groups does the data belong?

February Rainfall averages, 1998

Output file from rainfall averages process

3.4 Where did the data come from? (eg: parent objects, processes, investigations, systems, lineage, …)

CERES_ss1_4_4_98.hdf
CERES Subsystem 1 process

merlin.larc.nasa.gov

3.5 What copies exist and in what form?

Pointers to copies

3.6 Where is the data, how is it stored? (This question has lots of possible regressions)

In a file

At a URL

In a system

In a database

3.7 How is the data fetched?

Place an order

File open

URL

Database query

Special application call

3.8 Who:

Created the data?

Manages the data?

Administers the system?

Jane C. Doe, Researcher

Admin@somewhere.edu
3.9 How is the data manipulated or visualized?

DODS

Dia

3.10 What kinds of data does a given site manage?

Atmospheric Sciences – 

CERES: Clouds & the Earths Radiant Energy System,  

ERBE: Earth Radiation Budget Experiment

4 Candidate Systems

This section lists a set of existing catalog options that may be applicable to the ESIP Federation. For each system, an evaluation should include strengths and weaknesses, as well as a discussion of how the system could be implemented in the context of the ESIP Federation.

4.1 GEO Profile of Z39.50 (Mercury is an implementation)

Catalogs:
http://mercury.ornl.gov/servlet/mercury

http://mercury.ornl.gov/servlet/igbp


http://mercury.ornl.gov/servlet/landval

Tutorial:
http://mercury.ornl.gov/PK/mercury/mercurytutorial1.4.ppt

4.2 EOSDIS IMS

Catalog:
 http://lyta.gsfc.nasa.gov/~imswww/pub/imswelcome/

4.3 CIP

Information:
http://harp.gsfc.nasa.gov/ptt/

4.4 Big Sur

Catalog: 
http://www.sciencetools.com/

4.5 CERES

Catalog: 
http://ceres.ca.gov/calsip/catalog.html

5 Others?

6 Useful Information

6.1 Global Change Master Directory

http://gcmd.gsfc.nasa.gov

6.2 Information on the FGDC Standard

http://www.fgdc.gov/standards/standards.html

6.3 Information on Z39.50

http://www.fgdc.gov/publications/documents/clearinghouse/dlipaper395.html
7 Schedule for SWIL Candidate System Evaluation

June 14, 1999 :  All descriptions of SWIL candidate systems (20 pages or less) that address all the evaluation criteria in section 2 should be emailed or US mailed to the FIG chair.

July 30, 1999 :  FIG will complete evaluation of candidate systems.

August 1999 :  FIG SWIL workshop will be held to discuss the SWIL candidate system evaluation.  












































